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Abstract 

 The simulation of the tropical intraseasonal oscillations (ISOs) by a coupled model in the 

Indo-Pacific region is examined in this study. The retrospective forecasts by the Climate Forecast 

System version 2 (CFSv2) of National Centers of Environmental Prediction for the period 1982–

2010 have been analyzed and compared with observation. The leading Indian monsoon 

intraseasonal oscillation (MISO) during the boreal summer and the Madden-Julian Oscillation 

(MJO) during the boreal winter are extracted from daily precipitation anomalies in forecasts and 

observations by using a data-adaptive method. The model forecasts from May initial conditions 

simulates the observed spatial structure, magnitude and the northward and eastward propagation 

of MISO reasonably well. Similar performance is also evident in the simulation of the eastward 

propagating MJO in forecasts from November initial conditions. In the simulation of both the 

MISO and MJO by the model, the zonal wind at lower level shows appropriate observed relation 

with the precipitation and coupling with convection. The observed phase relations between 

precipitation and low-level relative vorticity and between precipitation and upper-level 

divergence in the zonal and meridional propagations are captured by the model.  However, the 

variance of the ISOs differs from observation in certain regions, and the phase of the ISOs 

exhibits wide differences among the ensemble members of the forecast and with the observation. 

Comparison with the earlier model, CFS version 1, shows that the space-time structure and 

evolution of MISO and MJO are better simulated by CFSv2. 

 

Keywords: Indian monsoon, Intraseasonal oscillation, MISO, MJO, CFSv2, Forecasts  
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1. Introduction 

 The tropical climate system in the Indo-Pacific region exhibits strong variability at 

intraseasonal time scale. The active-break cycle in the Indian monsoon during the boreal summer 

and the Madden-Julian Oscillation (MJO) during the boreal winter are major manifestations of 

the tropical intraseasonal variability (e.g., Krishnamurthy and Kinter, 2003; Zhang, 2005). In the 

Indian region, the active phase of the monsoon brings above-normal rainfall whereas the break 

phase leads to below-normal or no rainfall (Krishnamurthy and Shukla, 2000). The active (break) 

period coincides with the strengthening (weakening) of the mean monsoon circulation.  The 

active phase starts with convective activity in the western equatorial Indian Ocean and 

propagates northward (Sikka and Gadgil, 1980) as well as eastward. The break phase is similar 

to the active phase but with the movement of suppressed convection zone. The intraseasonal 

variability of the Indian monsoon has been identified by several studies to occur in the range of 

10–90 days (e.g., Yasunari, 1979; Lau and Chan, 1986). The active-break cycle actually consists 

of intraseasonal oscillations (ISOs) of different periods (Annamalai and Slingo, 2001; 

Krishnamurthy and Shukla, 2007). The leading monsoon ISO (MISO) has a broad-band 

spectrum centered at 45 days in convection (Annamalai and Sperber, 2005; Krishnamurthy and 

Shukla, 2008), rainfall (Krishnamurthy and Shukla, 2007), circulation (Krishnamurthy and 

Achuthavarier, 2012) and diabatic heating (Hazra and Krishnamurthy, 2015) with strong 

northward and eastward propagation. During the boreal winter, the MJO is stronger and consists 

of coupled convection and atmospheric circulation propagating eastward from the equatorial 

Indian Ocean to the Pacific Ocean (Madden and Julian, 1971, 1972, 1994; Zhang, 2005). 
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 Although considerable progress has been made in modeling the tropical climate, the 

simulation and prediction of the tropical ISOs are still challenging (e.g., Kim et al., 2009; 

Sperber et al., 2013; Hung et al., 2013). The atmospheric general circulation models forced by 

observed sea surface temperature (SST) were found to produce ISOs which were less coherent 

with inadequate spatial extent and lacked proper eastward and northward propagation (Waliser et 

al., 2003). The lack of variability over the oceanic region and the inaccurate phases of the 

simulated ISOs pointed to the importance of proper SST feedback (Kang et al., 2002). Based on 

controlled model experiments, Wang et al. (2005) suggested that coupled ocean-atmosphere 

models are necessary for better simulation of the monsoon rainfall. During the past decade, the 

usage of coupled models has become more common, and has led to organized assessment of 

coupled models. In the Coupled Model Intercomparison Project-3 (CMIP3), the MJO in most of 

the models had low variance and lacked coherent eastward propagation (Lin et al., 2006). 

However, the models from the later project CMIP5 showed improvement in MJO by generating 

larger variance and somewhat better spectral peak but were still unable to simulate realistic 

eastward propagation (Hung et al., 2013). The simulation of the life cycle of the boreal summer 

ISO over the monsoon region was found to be inadequate in CMIP3 models although the models 

showed eastward propagation (Sperber and Annamalai, 2008).  Sperber et al. (2013) compared 

CMIP3 and CMIP5 models and found that the northward propagation was improved in several 

later models although major problems still exist in the simulation of the intraseasonal variability 

of the summer monsoon. 

 Coupled climate models are employed at major operational forecast centers for 
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subseasonal and seasonal predictions. The National Centers for Environmental Prediction 

(NCEP) has been providing seasonal forecasts with the Climate Forecast System version 1 

(CFSv1) since 2004 (Saha et al., 2006) and with the upgraded CFS version 2 (CFSv2) since 2011 

Saha et al., 2014). The CFSv2 includes improvements in the atmospheric and oceanic 

components of the model and in the data assimilation systems. The study by Wang et al. (2014) 

showed that the MJO prediction skill of CFSv2 has improved in comparison to CFSv1 while 

systematic errors are still present.   The boreal summer MISO simulated by CFSv1 was found to 

have much longer period and less variance compared to observations but exhibited northeastward 

propagation (Achuthavarier and Krishnamurthy, 2011a). The SST variability and the ocean-

atmosphere interaction in the Indian Ocean are important in properly simulating the propagation 

of MISO (Achuthavarier and Krishnamurthy, 2011b). Similarly, through experiments with 

CFSv1, Pegion and Kirtman (2008a, 2008b) concluded that the MJO during the boreal winter 

was better simulated when the air-sea interaction occurred through proper variation of SST at 

daily and intraseasonal time scales. The importance of air-sea interaction was also pointed out by 

other model studies in MISO (Fu et al., 2003) and MJO (Klingaman and Woolnough 2014). 

 The objective of this study is to investigate the performance of CFSv2 in simulating the 

leading tropical ISO during boreal summer and winter. The spatial structure, period and the 

propagation properties of the leading MISO and MJO simulated by CFSv2 will be analyzed to 

determine if any improvements have occurred compared to the simulations of CFSv1. The 

associated circulation features and possible mechanisms involving circulation will also be 

examined. For this purpose, the nine-month long retrospective forecasts of CFSv2 generated by 
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NCEP with a series of different initial conditions will be used. The MISO during the boreal 

summer and MJO during the boreal winter will be extracted in precipitation by using a suitable 

data-adaptive method. The spatial structure of MISO is known to extend into the Pacific in 

observations (Krishnamurthy and Shukla, 2008), and the eastward propagation of MJO into the 

Pacific is also well-known (Madden and Julian, 1994). Therefore, the domain used in this study 

will cover the entire tropical Indo-Pacific region. 

 The model and its forecasts, observed data and the method of analysis are described in 

section 2. In section 3, the mean climate and the extraction of the summer and winter ISOs will 

be described. Section 4 discusses the space-time evolution of the precipitation ISOs and the 

relation with circulation. Summary and conclusions are provided in section 5. 

 

2. Model, data and method of analysis 

 

2.1. Model and data 

 The CFSv2 is a globally coupled model currently used for operational seasonal forecasts 

by the NCEP. The atmospheric component is based on the NCEP Global Forecast System (GFS), 

and has 64 vertical levels and T126 horizontal resolution (nearly 100 km grid spacing). The 

ocean component is the Geophysical Fluid Dynamics Laboratory (GFDL) Modular Ocean Model 

version 4 (MOM4) with 40 vertical levels and 0.5° horizontal resolution which increases 

meridionally to 0.25° in the deep tropics. The CFSv2 includes Noah land model and GFDL Sea 

Ice Simulator. More details of CFSv2 and the modifications introduced are described by Saha et 
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al. (2010, 2014). 

 This study has used the nine-month retrospective forecasts generated by the NCEP. The 

forecasts are made from initial conditions of every fifth day starting from 1 January of every year 

during 1982–2010. On each initial day, an ensemble of four forecasts is generated from initial 

conditions of 0000, 0600, 1200 and 1800 UTC. In this study, the forecasts made from May and 

November initial conditions are used for analyzing, respectively, the boreal summer MISO and 

boreal winter MJO. The May forecasts in each year consist of an ensemble of 28 members 

starting from four initial conditions each on 1, 6, 11, 16, 21, 26 and 31 May during 1982–2010. 

In the November forecasts, an ensemble of 24 forecasts in each year is obtained from four initial 

conditions on 2, 7, 12, 17, 22 and 29 November of 1982–2010. The daily mean precipitation and 

horizontal winds at 850 and 200 hPa from the above forecasts are analyzed. The daily mean 

precipitation from Version 7 of Tropical Rainfall Measuring Mission (TRMM) 3B42 product on 

0.25°×0.25° horizontal grid for the period 1998–2010 (Huffman et al., 2007) is used for 

observation. Although the TRMM data set does not cover the entire period of the forecasts, it has 

the advantage of including coverage over both and land and ocean. The horizontal wind data 

were obtained from the CFS Reanalysis (CFSR; Saha et al., 2010) for the period 1982–2010. 

 

2.2. Method of analysis 

 The multi-channel singular spectrum analysis (MSSA; Ghil et al., 2002) is the method 

used in this study to extract the ISOs. This method is the multivariate version of the singular 

spectrum analysis introduced by Broomhead and King (1986). The MSSA has been successfully 
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used to extract the space-time structure of ISOs in previous studies of monsoon (e.g., 

Krishnamurthy and Shukla, 2008). Starting with a given time series of data at L grid points (or 

channels) and N discrete time intervals, a delayed co-ordinate approach is adopted by adding M 

lagged copies of the data. A grand lagged covariance matrix C is constructed and diagonalized to 

obtain LM eigenvalues and LM eigenvectors. Each eigenvector contains M lagged patterns and 

forms the space-time EOF (ST-EOF) while the corresponding space-time principal component 

(ST-PC) is of time length N−M+1. The eigenvalues explain the variance of the eigenmodes. The 

time series corresponding to each eigenmode is obtained as reconstructed component (RC) by 

multiplying the corresponding ST-EOF and ST-PC (see Ghil et al. 2002 for the formula). The 

RC is the data-adaptive filter which has the same spatial and time dimensions as the original time 

series. By adding all the RCs, the original time series is recovered. The eigenmodes obtained 

from MSSA can be oscillations, persistent modes or trends. A pair of consecutive eigenmodes 

with almost degenerate eigenvalues is oscillatory if the corresponding ST-PCs and ST-EOFs are 

in quadrature and have almost equal period (Plaut and Vautard, 1994; Ghil et al., 2002). The 

ISOs can be extracted by identifying such oscillations which emerge as a pair of eigenmodes. All 

the MSSA eigenmodes analyzed in this paper were found to be statistical significant at 5% level 

by following the Monte Carlo test against signals from red noise as discussed by Allen and 

Robertson (1996) and Allen and Smith (1996). 

 

3. Mean and Intraseasonal oscillations in precipitation 

 As stated earlier, the boreal summer ISO in the Indo-Pacific region will be studied by 
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analyzing an ensemble of forecasts starting from 28 different initial conditions during May of 

each year for the period 1982–2010. The analysis will consider the forecasts up to 30 September 

of each year, spanning the summer monsoon season. For the boreal winter ISO, the ensemble of 

24 forecasts starting from different initial conditions in November each year and ending in 31 

March of the subsequent year for the period 1982–2010 will be used. A brief description of the 

mean and standard deviation of the precipitation is useful before discussing the ISOs. The 

forecasts from May and November initial conditions will be referred to as May and November 

forecasts for brevity, hereafter. Although retrospective forecasts have been used, the focus of this 

study is not to test the accuracy of the day-to-day forecasts compared to observations but to 

examine whether the model has simulated the features of ISOs by examining the statistics of the 

retrospective forecasts. 

 

3.1. Mean and standard deviation 

 The climatological mean of precipitation for the June–September (JJAS) season in 

observation (TRMM) and May forecasts is shown in Fig. 1. The climatology in the observation 

is the average of 1998–2010 (Fig. 1a) while it is the average over all ensemble members and over 

the period 1982–2010 in the forecasts (Fig. 1b). The mean rainfall in the observation has large 

values over the west coast and central part of India, the Bay of Bengal and the Intertropical 

Convergence Zone (ITCZ) in the Pacific (Fig. 1a). The model has reproduced the observed 

spatial structure reasonably well in the Indian monsoon region and the Pacific (Fig. 1b). The 

difference map between the model and observation (Fig. 1c) indicates that the model has deficit 
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rainfall over parts of India and the Maritime Continent but higher values, by up to 4 mm day−1, in 

the Indian Ocean and the ITCZ in the Pacific. The standard deviation of the daily anomalies of 

precipitation for JJAS season for observation (TRMM) and May forecasts are plotted in Figs. 1d 

and 1e, respectively. The standard deviation of the forecasts is calculated by stringing together 

all the ensemble members (and not of the ensemble mean) for 1982–2010. The spatial structure 

of the standard deviation in the observation (Fig. 1d) is similar to that of the climatological mean 

(Fig. 1a). Although the spatial structure of the standard deviation in the forecasts resembles that 

of the observation, the difference map between the forecasts and observation (figure not shown) 

indicates that the model underestimates over parts of India, the Maritime Continent, and warm 

pool and equatorial regions of the Pacific and overestimates over the northern part of the tropical 

Pacific. 

 The climatological mean and the daily standard deviation of the precipitation for the 

boreal winter are also presented in Fig. 1. The climatology and the standard deviation of the 

December–March (DJFM) season are calculated for observation (TRMM) and November 

forecasts in the same manner as in the case of the boreal summer. The larger values in the DJFM 

climatology of the observation (Fig. 1f) occur in the Southern Indian Ocean, the Maritime 

Continent, the ITCZ and the South Pacific Convergence Zone (SPCZ). The model is again able 

to reproduce the observed structure fairly well (Fig. 1g). The difference map between the model 

and observation (Fig. 1h) indicates that the forecasts have higher values in the southern Indian 

Ocean and the SPCZ and lower values over the Maritime Continent and Australia. Generally, 

both during summer and winter, the model produces more mean rainfall over the oceanic region 
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and less over the land regions compared to observation. The standard deviation of the DJFM 

season in the observation (Fig. 1i) has a spatial structure similar to that of the mean (Fig. 1f). The 

model (Fig. 1j) captures the observed structure of the standard deviation to a large extent. The 

difference map between the model and observation (figure not shown) indicates that the standard 

deviation is lower over the Maritime Continent, ITCZ and Australia and higher over the 

Southern Indian Ocean and the SPCZ. The model produces more (less) daily activity where the 

mean is higher (lower) compared to observation both during summer and winter. 

 

3.2. Active-break cycle 

 The intraseasonal variability in the summer monsoon is manifested through active phases 

when there is high rainfall and break phases with weak or no rainfall over the Indian region. The 

intraseasonal variability in the model forecasts is examined by constructing composites of daily 

precipitation anomalies based on active and break periods over India during JJAS. For this 

purpose, the extended Indian monsoon rainfall (EIMR) index (Goswami et al. 1999), defined as 

the rainfall averaged over (70°E–110°E, 10°N–30°N), is used. The EIMR index corresponds to a 

region of intense monsoon activity (Fig. 1a and 1d). The selection of active (break) period is 

based on the criterion that the daily EIMR index is above (below) a threshold of one-half the 

standard deviation of the daily EIMR index for at least five consecutive days.  This criterion is 

the similar to that used by Krishnamurthy and Shukla (2008).  

 The active and break composites in the observation were computed using TRMM 

precipitation for JJAS of 1998–2010. The model composites were first constructed for each 
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ensemble member of the May forecasts by identifying the active and break periods from that 

ensemble member’s daily EIMR index for JJAS of 1982–2010, and then the ensemble mean of 

the composites was computed. The difference between the active and break composites of the 

daily precipitation anomalies is shown in Fig. 2. The observation composite (Fig. 2a) shows 

positive anomalies along the west coast and over the central part of India and the Bay of Bengal 

while negative anomalies are found in the equatorial Indian Ocean and the West Pacific. The 

north-south dipole structure between 65°E–100°E is an important feature of the active-break 

cycle and represents a particular phase of northward propagation of the convective activity. The 

active-break composite of the model forecasts (Fig. 2b) has good correspondence with the 

observational composite (Fig. 2a) both in the spatial structure and magnitude and captures the 

dipole structure and the tilted structure of positive anomalies extending from India to the West 

Pacific. When the composite of the model forecasts is based on the active and break phases of 

the observation (Fig. 2c), it shows a complete absence of the dipole structure and almost no 

rainfall activity over the Indian region and the West Pacific. The reason for this difference is that 

the phase of the daily variability the EIMR index is different in each ensemble member at any 

given time and different from the phase of the observation’s EIMR index. 

 A similar analysis was performed for the boreal winter with the November forecasts. For 

identifying the active and break cycles in the winter, an index of precipitation averaged over 

(110°E–150°E, 20°S–0°) is used. This index also corresponds to a region of high rainfall activity 

in both the mean and standard deviation (Figs. 1f and 1i), and will be referred to as the Maritime 

Continent-Australia monsoon rainfall (MAMR) index. The active minus break composites were 
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constructed with daily precipitation anomalies of observation (TRMM) and November forecasts 

for DJFM season using MAMR index, in exactly the same manner as in the boreal summer case. 

The observation composite (Fig. 2d) has positive anomalies over Maritime Continent and 

northern Australia and weaker negative anomalies to the east and west. This structure represents 

a particular phase of the eastward propagation of the MJO. The model composite based on the 

MAMR index of the forecasts (Fig. 2e) shows a good simulation of the observation pattern (Fig. 

2d) both in structure and magnitude. However, the model composite based on the MAMR index 

of observation (Fig. 2f) is not a good representation of the observed pattern although it is able to 

capture the anomalies of proper sign in its spatial structure, and seems to be slightly better than 

the summer composite. 

 

3.3. Leading intraseasonal oscillation 

 The active-break cycle consists of intraseasonal oscillations with different periods. 

Observational studies of the boreal summer monsoon have indicated that the leading mode of 

intraseasonal variability is a nonlinear oscillation with a period of 45 days (Krishnamurthy and 

Shukla 2007, 2008). The MJO is also an oscillation of similar period dominant during the boreal 

winter (Madden and Julian, 1971, 1972). In view of the results of the previous subsection, it is of 

interest to investigate the leading mode of intraseasonal variability in the daily forecasts of the 

model. For this purpose, the daily precipitation anomalies of the observation and forecasts are 

decomposed by applying MSSA, similar to the method used by Krishnamurthy and Shukla 

(2007, 2008). Since this study is assessing both MISO and MJO, the spatial domain is selected to 
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be the entire tropical Indo-Pacific region. The MSSA is applied on daily precipitation anomalies 

over the domain (40°E–80°W, 35°S–35°N). For the boreal summer, the MSSA was applied on 

daily anomalies for the period of May to September. The May forecasts consist of 28 ensemble 

members, each starting with a different initial condition in May. The MSSA was applied 

separately on each ensemble member for the period 1982–2010. In the case of boreal winter, the 

MSSA was applied on daily anomalies for the period of November to March, separately for each 

of the 24 ensemble members of the November forecasts. Similarly, the MSSA was applied on the 

TRMM observation separately for the boreal summer and winter.  A lag window of 61 days at 

one-day interval was used in all the MSSA. The ST-EOF and ST-PC of each MSSA eigenmode 

of the ensemble members and observation were found. Using these, the RCs of each eigenmode, 

which are the MSSA-decomposed components of the total anomalies, were computed. 

 For each ensemble member in the model forecasts and for observation, the leading 

oscillation was identified. An oscillation occurs as a pair of consecutive eigenmodes with almost 

degenerate eigenvalues and with ST-PCs in quadrature. These and other criteria set forth by 

Plaut and Vautard (1994) were used for the identification of the leading nonlinear oscillation. 

Further statistical analysis is performed on the RC of the leading ISO identified in each case. A 

spatial EOF analysis was carried out on the ISO RC of each ensemble member in the models and 

in the observation, and the power spectrum of the first PC of each RC was obtained. The power 

spectra are plotted for the summer and winter in Fig. 3a and 3b, respectively. All the spectra are 

broad band, reflecting the nonlinear character of the ISOs. The central period of the spectrum in 

the observation for boreal summer MISO is 45 days whereas it ranges from 47 to 70 days with an 
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average period of 61 days in May forecasts (Fig. 3a). In the boreal winter MJO, the spectrum in 

the observation has a central period of 54 days while the November forecasts have spectra with 

period ranging from 60 to 72 days with an average period of 67 days (Fig. 3b). Figure 3 reveals 

that the model spectra are slightly further apart from the observational spectra and broader in 

boreal summer compared to the spectra of boreal winter. It is of interest to note that the period of 

MJO is slightly higher than that of MISO in observation. The leading ISO in the Indian monsoon 

region during the boreal summer in CFSv1 was found to have a broad-band spectrum centered at 

106 days (Achuthavarier and Krishnamurthy, 2011a). The study by Achuthavarier and 

Krishnamurthy (2011a) was based on a long simulation whereas the present study is based on 

retrospective forecasts. The comparison is still reasonable since it is the statistics of the ISOs that 

has been analyzed and because of the ergodic nature of the solutions of dynamical systems such 

as the model. Therefore, the MISO in CFSv2 seems to have a better representation of the 

observed period compared to CFSv1. An examination of the power spectra of the EIMR index of 

the total precipitation anomaly (figure not shown) indicated that the model forecasts are able to 

capture the observed variation of power with period at all subseasonal time scales. 

 The standard deviation of the daily RC of the boreal summer MISO is plotted in Figs. 3c 

and 3e for observation and May forecasts, respectively.  The observation (Fig. 3c) has large 

values in west coast, Bay of Bengal, eastern Indian Ocean and West Pacific while the signal 

extends up to the west coast of North America. The model’s pattern (Fig. 3e) has good 

resemblance to the observed pattern (Fig. 3c). However, the model’s standard deviation is lower 

over India, Maritime Continent and western equatorial Pacific and higher over parts of Indian 
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and Pacific oceans as revealed by the difference map (Fig. 3g). The standard deviation of the 

daily RC of the boreal winter MJO in observation and November forecasts are shown in Figs. 3d 

and 3f, respectively. Large values are seen around the Maritime Continent and in the SPCZ in the 

observation (Fig. 3d). The forecasts show a band of large values extending from the Central 

Indian Ocean to the SPCZ (Fig. 3f). The difference map in Fig. 3h shows that the model 

overestimates over a large area in the Pacific and a smaller region in the Indian Ocean while 

showing lesser values in Bay of Bengal, Maritime Continent and Australia. For both observation 

and forecasts, the standard deviation of the ISOs is about 10–20% (varying spatially) of the 

corresponding standard deviation of the total mean precipitation shown in Fig. 1 (figures of the 

ratio not shown). 

 

4. Space-time structures of the ISOs 

 The space-time structure of the ISO can be understood with the help of phase composites. 

The amplitude A(t) and phase ¸ (t) of the ISO, as a function of time t, are determined by 

following the method suggested by Moron et al. (1998). The space-time evolution of the ISO 

during an averaged cycle of the oscillation, with ¸  varying from 0 to 2À, is described by 

constructing the phase composites of the RC.  Considering eight phase intervals, such that 

(k� 1)À/4 d ¸  d kÀ/4 where k = 1, 2, …, 8, the RC is averaged over all ¸  in each phase interval k 

over the entire time length of the RC to obtain the phase composites. 

 

4.1. Boreal summer MISO 
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 The phase composites of the precipitation RC of the boreal summer MISO for phase 

intervals 1 through 4 are shown in Figs. 4a and 4b, respectively, for observation and May 

forecasts. In the case of the model, the phase composite is the average of all the ensemble 

members. The phase composites cover May–September of all years. In phase 1 of the phase 

composite of the observation (Fig. 4a), positive anomalies of precipitation are present over a 

large area from the Arabian Sea to the West Pacific in a tilted pattern while negative anomalies 

are present to north over the foothills of the Himalayas and the West Pacific. A weak band of 

negative anomalies extends along the ITCZ up to the west coast of North America in the Pacific. 

The band of positive anomalies moves northward in phases 2 and 3, resulting in the 

establishment of the active phase over India. At the same time, negative anomalies appear in the 

equatorial Indian Ocean in phase 2 and expand and propagate eastward in phase 3 while the 

negative anomalies from the previous cycle grow along the west coast of North America. In 

phase 4, the negative anomalies further expand and move northward over the Indian peninsula 

and the Bay of Bengal and the positive anomalies move further northeastward over the Pacific. 

Since the phase composites are averages over many cycles of MISO, the composites in phases 5–

8 (figure not shown) are almost mirror images of phases 1–4, respectively, with anomalies of 

opposite sign. During phases 6–7, the break phase is established over India. 

 The phase composites of the MISO simulated by the model’s May forecasts (Fig. 4b) 

show good correspondence with the composites of observation (Fig. 4a) in spatial structure, 

magnitude and propagation. The tilted structure of the positive anomalies, which results from 

northward propagation starting at different times because of eastward propagation along the 
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equatorial region, is well simulated by the model in both the spatial extent and the magnitude. 

The genesis of the negative anomalies and the subsequent expansion and propagation in the 

Indian Ocean are also captured by the model. The model forecasts also show northward 

propagation in the West Pacific. Yet, there are some differences between the model and 

observation. The band of anomalies along the Pacific ITCZ is very weak although the model is 

able to generate the signal along the west coast of North America. The anomalies in the forecasts 

are weaker over India and do not propagate as north as they do in the observation. This is 

consistent with the model’s deficit in the standard deviation over India (Fig. 3g). The leading 

ISO in CFSv1, which had a longer period at 106 days, exhibited northward and eastward 

propagation over the Indian region but not over the Maritime Continent and West Pacific 

(Achuthavarier and Krishnamurthy 2011a). The magnitude of this ISO was considerably less 

over most of the region. Another ISO in CFSv1, with a period of 57 days, showed poor 

propagation properties over the entire region. The MISO in CFSv2 seems to simulate the spatial 

structure, magnitude and propagation better than the ISOs in CFSv1. 

 The eastward and northward propagations are important features of MISO, which can be 

further examined through Hovmöller diagrams. For this purpose, the phase composites of MISO 

RC were constructed at phase intervals of length À/12. The eastward propagation mainly takes 

place over the equatorial region. Therefore, the phase composite of the RC, averaged over 10°S–

10°N, is shown as longitude-phase diagram in Figs. 5a and 5b, respectively, for observation and 

May forecasts. In the observation, there is an eastward propagation to the east of 60°E (Fig. 5a). 

This eastward propagation is clearly seen in the phase composites of the forecasts also (Fig. 5b) 
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but does not extend as far east as in the observation. The forecast anomalies are weaker over the 

Maritime Continent and the West Pacific. The northward propagation over the monsoon region is 

determined by averaging the MISO RC over 60°E–95°E and plotting it as latitude-phase 

diagram, as shown in Figs. 5c and 5d, respectively, for observation and forecasts. The 

observation shows southward propagation to the south of the equator and northward propagation 

to the north of the equator (Fig. 5c). The model also shows northward propagation from the 

equator but ends at 21°N which is about 2–3° short of observation (Fig. 5d). The southward 

propagation to the south of the equator is not as pronounced as in the observation. 

 

4.2. Boreal winter MJO 

 The phase composites of the precipitation RC for the first half cycle of the boreal winter 

MJO for are shown in Figs. 6a and 6b for observation and November forecasts, respectively. The 

phase composite in the model is the average of all the ensemble members. The phase composites 

cover the period of November–March each year. In the observation (Fig. 6a), strong negative 

anomalies are present around a part of the Maritime Continent and the northern coast of 

Australia along with weak positive anomalies in the Indian Ocean and Central Pacific in phase 1. 

The negative anomalies move eastward into the SPCZ, forming a tilted pattern during phases 2–

4. The positive anomalies intensify and also propagate eastward in the region south of the 

equator from phase 2 to 4. At the same time, a thin band of positive anomalies appear along the 

ITCZ in the Pacific, slightly north of the equator. However, there is no signal at the coast of 

North America as in the case of MISO during the boreal summer. 
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 In the model’s November forecasts, the phase composites of the MJO (Fig. 6b) reproduce 

the spatial structure, magnitude and propagation of the observed composites (Fig. 6a) fairly well. 

The eastward propagation of the negative anomalies from the Maritime Continent to the central 

Pacific is also simulated by the model, including the tilted structure in the SPCZ. The magnitude 

of these anomalies is slightly higher compared to observation, consistent with the model’s excess 

standard deviation over the Pacific (Fig. 3h). Positive anomalies are generated in the Indian 

Ocean in phase 1 and expand in phase 2 but with lesser magnitude. In phases 3–4, the positive 

anomalies move eastward but with slightly higher magnitude compared to observation. However, 

the positive anomalies also expand westward in the Indian Ocean, unlike in the observation. The 

model shows the observed thin band of positive anomalies in the ITCZ over the Pacific. The 

assessment of CFSv1 by Pegion and Kirtman (2008b) showed that the boreal winter MJO 

simulated by CFSv1 had less spatial extent compared to observation and was not well organized 

over the Indian Ocean. The period of the MJO was also much longer, similar to MISO, in CFSv1 

with slower propagation and stalling over the Maritime Continent. The space-time structure of 

the winter MJO in CFSv2 seems to show improved spatial coverage and propagation properties. 

 The propagation properties of the MJO in both the observation and model forecasts can 

be further studied with Hovmöller diagrams using the RCs constructed at phase interval of length 

À/12. The longitude-phase cross-section of the RC averaged over 10°S–10°N reveals clear 

eastward propagation in observation (Fig. 7a) and November forecasts (Fig. 7b). The latitude-

phase cross-section of the MJO RC, averaged over 90°E–120°E, suggests southward propagation 

to the south of the equator in observation (Fig. 7c) but not in the model forecasts (Fig. 7d).  
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However, there is northward propagation of weaker anomalies between equator and 10°N in both 

observation and model. The lack of strong southward propagation to the south of the equator in 

the MJO is a big difference with the MISO which showed strong northward propagation. 

 

4.3. Simulation of phases 

 The phase composites of the model forecasts, discussed previously, have fairly good 

correspondence with the observed composites. The composites were computed on the basis of 

phase intervals varying from 0 to 2À for each oscillation. Here, the phases of the model ISOs are 

compared with those of the observation in actual time. The EIMR index of the MISO RC from 

observation and May forecasts is plotted in Figs. 8a for the period May–September 2001, as an 

example. The nonlinear oscillatory behavior is clearly evident in both observation and forecasts. 

Although the amplitude of the model’s MISO is comparable to that of the observation, the phase 

varies with considerable difference among the ensemble members of the forecast and between 

forecast and observation. While some of the ensemble members of the forecasts stay somewhat 

closer to the observation for some time, others differ considerably from the beginning of the 

forecast period. All the forecasts are out of phase by about the middle of July.  

 The model forecast seems to be better when the initial amplitude and initial phase of the 

model ISO are closer to those of the ISO in observation (Fig. 8b). Two forecasts starting on 6 

May (6 hours apart) stay close to the observed MISO until the middle of July, implying a 

considerably high predictability. The two forecasts, while staying close to each other, diverge 

from the observation and become out of phase by the middle of August. Two other forecasts, 
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initiated on 16 May (6 hours apart), are out of phase with the observation right from the 

beginning and throughout the entire period. The two forecasts, however, stay close to each other. 

 Similar behavior is also seen in the MJO during the boreal winter. The MAMR index of 

the MJO is shown in Fig. 8c for observation and November forecasts for the period Nov 2001 – 

March 2002. The amplitude of the forecast MJO is comparable to that of the observation. In this 

case also, the phase of the forecast MJO displays considerable variability among the ensemble 

members. Several ensemble members of the forecast stay closer to the observation until the 

beginning of January. Almost all the forecasts are out of phase beyond the middle of January. In 

the winter MJO forecasts (Fig. 8c), more ensemble members seem to evolve closer to the 

observation for about two months compared to the summer MISO forecasts (Fig. 8a).  

 

4.4. Relation with circulation 

 The features of circulation associated with MISO and MJO are now studied. Some 

possible mechanisms involving circulation for the propagation of the ISOs are also examined.  In 

both the boreal summer and winter ISOs, there is a strong coupling between the zonal circulation 

and convection. The relation of the precipitation ISOs with the circulation is examined with the 

help of phase composites of zonal wind using the CFSR data for observation and model 

forecasts. The phase composites of 850 hPa zonal wind anomalies for the first half cycle of the 

boreal summer MISO are shown in Figs. 9a and 9b for observation and May forecasts, 

respectively. The wind composites were constructed using the same phases as in the precipitation 

composites (section 4.1). The period covers May–September each year, and total anomalies of 
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the zonal wind are used. Positive anomalies appear in the equatorial India Ocean in phase 1, and 

then strengthen, expand in zonal direction and move northward into the Indian subcontinent 

during phases 2–4 in the observation (Fig. 9a). Negative anomalies accompany to the north and 

south of the positive anomalies. These correspond to the anti-cyclonic flow over India and 

cyclonic flow in the Indian Ocean. The northward propagation of the zonal wind is consistent 

with the precipitation composites (Fig. 4a) and with the MISO of circulation discussed by 

Krishnamurthy and Achuthavarier (2012). The Pacific is mostly covered by easterlies except for 

westerlies near the west coast of North America and South America in phase 1. The spatial 

structure, magnitude and the northward propagation of MISO in the model forecasts (Fig. 9b) 

have good correspondence with the observation (Fig. 9a) in all the four phase intervals. 

However, the zonal wind is considerably weaker over most of the central and eastern Pacific. 

 The phase composites of 850 hPa zonal wind for the boreal winter MJO are presented in 

Figs. 10a and 10b for observation and November forecasts, respectively. The period covered is 

November–March of each year. In the observation (Fig. 10a), easterlies propagate from the 

equatorial Indian Ocean to the Pacific Ocean during phases 1–4, followed by westerlies in the 

Indian Ocean. Corresponding to the precipitation zones (Fig. 6a), the westerlies and easterlies are 

present to the west and east of the positive anomalies of precipitation, respectively, in each 

phase. This is consistent with the known evolution of the convection-circulation coupling (e.g., 

Sperber 2003; Zhang 2005). The composites of the model forecasts (Fig. 10b) also reveal 

easterlies propagating eastward, followed by westerlies, along the equatorial Indian and Pacific 

Oceans during phases 1–4, similar to the evolution in observation (Fig. 10a). The westerlies are 
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weaker in phase 2 while the easterlies are weaker over the northern part of the Pacific in the 

model compared to observation. 

 To show that convectively coupled process is involved in the model’s ISOs, the phase 

composites of the outgoing longwave radiation (OLR), which represents deep convection, are 

constructed. The phase composites of OLR for the first half cycle of MISO (boreal summer) and 

MJO (boreal winter) in the model forecasts are plotted in Figs. 11a and 11b, respectively.  The 

amplitude, structure and propagation of the OLR have good correspondence with those of 

precipitation in both MISO (Figs. 11a and 4b) and MJO (Figs. 11b and 6b). The coupling 

between convection and circulation is revealed when compared with the composites of low-level 

zonal wind (Figs. 9b and 10b). In MISO, the anti-cyclonic (cyclonic) flow (Fig. 9b) is 

accompanied by enhanced (suppressed) convection (Fig. 11a). The eastward propagating 

convection zones in MJO (Fig. 11b) are accompanied by westerlies to the west and easterlies to 

the east (Fig. 10b). Thus, the model forecasts capture the observed convectively coupled 

circulation during summer and winter.  

 A simple mechanism for the meridional propagation of convection involves low-level 

cyclonic vorticity and moisture convergence to the north of the convection zone (e.g., Goswami, 

2005). To examine this mechanism and to find further relation with circulation, the phase 

composites of 850 hPa relative vorticity and 200 hPa divergence are studied through Hovmöller 

diagrams. The longitude-phase cross section of 850 hPa vorticity averaged over 10°S–10°N in 

MISO is shown in Figs. 12a and 12b for observation and May forecasts, respectively. The 

corresponding composites of the precipitation RC are also shown. The positive (negative) 
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vorticity is ahead to the east of the precipitation (dry) zones during the eastward propagation 

both in the observation and model forecasts. However, the vorticity is weaker in the model and 

does not extend as far east as in the observation.  The latitude-phase cross-sections of 850 hPa 

vorticity and the precipitation RC averaged over 60°E–95°E are plotted in Figs. 12c and 12d for 

observation and forecasts, respectively. In the observation (Fig. 12c), the precipitation (dry) zone 

is led by cyclonic (anticyclonic) vorticity to the north of the equator during the northward 

propagation. A similar phase relation between vorticity and precipitation is evident in the 

forecasts also (Fig. 12d). A consistent phase relation between vorticity and precipitation is also 

seen to the south of the equator in both observation and forecasts.  

 The phase composites of 200 hPa divergence and the corresponding precipitation RC are 

shown in Fig. 13 for MISO. The longitude-phase cross section averaged over 10°S–10°N (Fig. 

13a) in observation shows that precipitation (dry) regions are co-located with the upper level 

divergence (convergence), indicating deep convection process. Similar relation between the 

upper level divergence and precipitation is also evident in the May forecasts (Fig. 13b), although 

with less intensity. The divergence in the model does not extend as far eastward as in the 

observation. The latitude-phase cross sections averaged over 60°E–95°E show more intense 

divergence (convergence) at upper level co-located with the precipitation (dry) zone and 

propagating north both in observation (Fig. 13c) and May forecasts (Fig. 13d). 

 For the MJO during DJFM, the longitude-phase cross section of the phase composites of 

850 hPa relative vorticity and the precipitation RC averaged over 10°S–10°N are plotted in Figs. 

14a and 14b for observation and November forecasts, respectively. In the observation, positive 
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(negative) vorticity leads the precipitation with pronounced eastward propagation (Fig. 14a). 

This phase relation between vorticity and precipitation is well captured by the forecasts (Fig. 

14b). The latitude-phase cross section averaged over 90°E–120°E of vorticity shows weaker 

southward propagation to the south of the equator in the observation (Fig. 14c). The precipitation 

(dry) zone is led by cyclonic (anticyclonic) vorticity. The model forecasts also reproduce the 

weak southward propagation and the observed phase relation with the precipitation (Fig. 14d). 

 The phase composites of 200 hPa divergence and the precipitation RC for the MJO are 

shown in Fig. 15. The divergence and precipitation are co-located in MJO also and show strong 

eastward propagation in the longitude-phase cross section averaged over 10°S–10°N in the 

observation (Fig. 15a). The November forecasts also reveal the in-phase relation between 

divergence and precipitation along with eastward propagation (Fig. 15b). The latitude-phase 

cross-section averaged over 90°E–120°E also shows the in-phase relation between divergence 

and precipitation both in observation (Fig. 15c) and forecasts (Fig. 15d). However, the 

divergence does not reveal even weaker southward propagation. 

 

5. Summary and discussion 

 In the tropical regions, the prediction of climate variability at intraseasonal time scale is 

important because of the impact of ISOs and challenging because of the complexity of the 

problem. Predictions beyond the weather time scale and up to a season are now part of 

operational forecasting centers. The NCEP has been carrying out seasonal predictions since 2004 

using CFSv1 and by its successor CFSv2 since 2011. The present study has analyzed the 
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simulation of the tropical ISOs by CFSv2 during boreal summer and winter. The retrospective 

forecasts prepared by the NCEP for the period 1982–2010 were examined to determine the 

model’s ability to simulate the summer MISO and winter MJO. Comparison with the 

observations and the ISOs simulated by CFSv1 was also carried out. The CFSv2 was found to 

simulate the spatial structure, period and propagation of MISO and MJO with reasonably good 

correspondence with the observation and showed improvement over CFSv1. 

 The leading ISOs were extracted from the daily precipitation anomalies of the ensemble 

of forecasts and observation by using MSSA. This data-adaptive method did not require any pre-

assumption on the time scale of the extracted eigenmodes. The ensemble members of the 

forecasts are able to exhibit nonlinear oscillations which emerged as leading ISOs.  The May 

forecasts of the model simulate the spatial structure and evolution of the summer MISO with 

good resemblance to the observation. The model’s MISO also reproduces observed northward 

and eastward propagation over the Indo-Pacific region. The model falls slightly short in its 

northward propagation over India. The variance of MISO is comparable to observation over most 

of Indo-Pacific region except for deficit over India and the Maritime Continent. The peak period 

of the MISO in the model’s ensemble members ranges from 47 to 70 days with an average 

period of 61 days which is higher than the observed period of 45 days. This discrepancy is also 

reflected through the ensemble spread in the phase of the MISO compared to observation. The 

model also showed the observed relation with the lower level zonal wind in spatial structure and 

propagation except for weaker magnitude over the Pacific. The model also revealed the coupling 

between circulation and convection in MISO. The observed phase relations of precipitation with 
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low-level relative vorticity and upper-level divergence involved in the zonal and meridional 

propagations were reproduced by the forecasts. 

 The boreal winter MJO in the November forecasts of the model is also reasonably well 

simulated in comparison to observation. The peak period of the ensemble members of the 

forecast is in the range 60–72 days with an average period of 67 days, higher than the observed 

period of 54 days. Although the spatial structure of the variance of the forecast MJO is similar to 

the observation, the variance is higher in the model over the SPCZ and less over the Maritime 

Continent. The simulation of the space-time evolution of the winter MJO by the model forecasts 

is comparable to the observation. The model reproduces the eastward propagation of the MJO 

signal with appropriate magnitude and spatial structure. However, the anomalies are more 

extended over the Indian Ocean. The westerlies and easterlies relative to the precipitation zone 

are also well simulated by the model in the lower level although with lesser magnitude over 

certain parts of the Pacific. The convectively coupled circulation was also evident in the model’s 

MJO. The observed phase relation between precipitation and low-level vorticity and between 

precipitation and upper-level divergence were also captured by the model. 

 There is no discernable difference in the model’s ability to simulate the boreal summer 

MISO and winter MJO. Although many features of the ISOs are reasonably well simulated by 

the model, there is a considerable ensemble spread in the phase of the model ISOs compared to 

observation. However, if the initial phase and the amplitude of the model ISO are closer to those 

of the observed ISO, the forecast ISO evolves close to the observed ISO for about two months, 

showing higher predictability. Compared with the CFSv1 simulations analyzed by earlier studies 
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(Pegion and Kirtman 2008a, 2009b; Achuthavarier and Krishnamurthy 2011a, 2011b), CFSv2 

seems to have improved the simulation of both summer MISO and winter MJO in period, spatial 

structure and propagation. The reasons for the improvement in CFSv2 need further investigation. 

The earlier studies on CFSv1 pointed out the important role of air-sea interaction, especially over 

the Indian Ocean, in both the ISOs. It is of interest to determine if the air-sea interaction and heat 

budget are better over the Indian Ocean in CFSv2. Mechanistic experiments with regional 

decoupling separately over the Indian and Pacific Oceans using CFSv2 will be helpful. 
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Figure captions 

 Fig. 1. JJAS seasonal climatological mean of precipitation in (a) observation (TRMM) 

and (b) May forecasts of the model (CFSv2), and standard deviation of daily mean precipitation 

during JJAS season in (d) observation and (e) May forecasts of the model. DJFM seasonal 

climatological mean of precipitation in (f) observation (TRMM) and (g) November forecasts of 

the model and standard deviation of daily mean precipitation during DJFM season in (i) 

observation and (j) November forecasts of the model.  Difference in climatological mean 

between model and observation for (c) JJAS and (h) DJFM seasons. Units are in mm day−1. 

 Fig. 2. Active composite minus break composite of daily precipitation anomalies during 

JJAS season in (a) observation (TRMM) and (b) model’s May forecasts. The active and break 

periods used in the composites are based on the EIMR index of observation in (a) and EIMR 

index of model forecasts in (b). The EIMR index is the average of precipitation anomaly over the 

domain (70°E–100°E, 10°N–30°N) shown as green box in (a). The model composite based on 

EIMR index in observation (TRMM) is shown in (c). The active and break periods used in (c) 

are same as those used in (a). Active composite minus break composite of daily precipitation 

anomalies during DJFM season in (d) observation (TRMM) and (e) model’s November 

forecasts. The active and break periods used in the composites are based on the MAMR index of 

observation in (d) and MAMR index of model forecasts in (e). The MAMR index is the average 

of precipitation anomaly over the domain (110°E–150°E, 20°S–0°) shown as green box in (d). 

The model composite based on MAMR index in observation (TRMM) is shown in (f). The active 

and break periods used in (f) are same as those used in (d). The model composites are averages 
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of all the ensemble members. Units are in mm day−1. 

 Fig. 3. Power spectra of ISO in TRMM observation (red) and in the ensemble members 

of the model forecasts (blue) for (a) boreal summer and (b) boreal winter. The model forecasts 

are from May initial conditions in (a) and from November initial conditions in (b). Standard 

deviation of daily RC of MISO in (c) observation and (e) May forecasts of the model, and (g) 

difference in the standard deviation between the model and observation for boreal summer. 

Standard deviation of daily RC of MJO in (d) observation and (f) November forecasts of the 

model and (h) difference in the standard deviation between the model and observation for boreal 

winter. Units are in mm day−1. 

 Fig. 4.  Phase composites of precipitation RC for four phase intervals of ISO cycle in (a) 

TRMM observation and (b) model forecasts for boreal summer. The phase number is given at the 

top right corner of each panel. The model forecasts are from May initial conditions. The phase 

composites are averages of composites of all the ensemble members of the forecasts. Units are in 

mm day−1. 

 Fig. 5. Longitude-phase cross-section of the phase composites of the RC of MISO 

averaged over 10°S–10°N in (a) observation and (c) model forecasts, and latitude-phase cross-

section of the phase composites of the RC of MISO averaged over 65°E–95°E in (b) observation 

and (d) model forecasts for boreal summer. The model forecasts are from May initial conditions. 

Units are in mm day−1. 

 Fig. 6.  Phase composites of precipitation RC for four phase intervals of ISO cycle in (a) 

TRMM observation and (b) model forecasts for boreal winter. The phase number is given at the 
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top right corner of each panel. The model forecasts are from November initial conditions. The 

phase composites are averages of composites of all the ensemble members of the forecasts. Units 

are in mm day−1. 

 Fig. 7. Longitude-phase cross-section of the phase composites of the RC of MJO 

averaged over 10°S–10°N in (a) observation and (c) model forecasts, and latitude-phase cross-

section of the phase composites of the RC of MJO averaged over 90°E–120°E in (b) observation 

and (d) model forecasts for boreal winter. The model forecasts are from November initial 

conditions. Units are in mm day−1. 

 Fig. 8. (a) EIMR index of the RC of MISO in TRMM observation (red) and individual 

ensemble members of the model forecasts from May initial conditions (blue) for 2001. (b) Same 

as (a) but shown for forecasts from initial conditions of 6 May and 16 May only. (c) MAMR 

index of the RC of MJO in TRMM observation (red) and individual ensemble members of the 

model forecasts from November initial conditions (blue) for 2001–2002. 

 Fig. 9. Phase composites of total anomalies of zonal wind at 850 hPa for four phase 

intervals of MISO cycle in (a) TRMM observation and (b) model forecasts for boreal summer. 

The phase number is given at the top right corner of each panel. The model forecasts are from 

May initial conditions. The phase composites are averages of composites of all the ensemble 

members of the forecasts. Units are in m s−1. 

 Fig. 10. Phase composites of total anomalies of zonal wind at 850 hPa for four phase 

intervals of MJO cycle in (a) TRMM observation and (b) model forecasts for boreal winter. The 

phase number is given at the top right corner of each panel. The model forecasts are from 
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November initial conditions. The phase composites are averages of composites of all the 

ensemble members of the forecasts. Units are in m s−1. 

 Fig. 11. Phase composites of total anomalies of OLR for four phase intervals of (a) the 

MISO cycle during the boreal summer and (b) the MJO cycle during boreal winter in the model 

forecasts. The phase number is given at the top right corner of each panel. The model forecasts 

are from (a) May and (b) November initial conditions. The phase composites are averages of 

composites of all the ensemble members of the forecasts. Units are in W m−2. 

 Fig. 12. Longitude-phase cross-section (shaded) of the phase composites of total 

anomalies of vorticity at 850 hPa averaged over 10°S–10°N in (a) observation and (b) model 

forecasts, and latitude-phase cross-section (shaded) of the phase composites of total anomalies of 

vorticity at 850 hPa averaged over 65°E–95°E in (c) observation and (d) model forecasts for 

boreal summer. The model forecasts are from May initial conditions. The unit of vorticity is 10−6 

s−1.The corresponding cross-sections of the precipitation RC of MISO are also plotted as 

contours at an interval of 0.8 mm day−1. Positive (negative) values are plotted as solid (dashed) 

contours. 

 Fig. 13. Longitude-phase cross-section (shaded) of the phase composites of total 

anomalies of divergence at 200 hPa averaged over 10°S–10°N in (a) observation and (b) model 

forecasts, and latitude-phase cross-section (shaded) of the phase composites of total anomalies of 

divergence at 200 hPa averaged over 65°E–95°E in (c) observation and (d) model forecasts for 

boreal summer. The model forecasts are from May initial conditions. The unit of divergence is 

10−6 s−1.The corresponding cross-sections of the precipitation RC of MISO are also plotted as 
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contours at an interval of 0.8 mm day−1. Positive (negative) values are plotted as solid (dashed) 

contours. 

 Fig. 14. Longitude-phase cross-section (shaded) of the phase composites of total 

anomalies of vorticity at 850 hPa averaged over 10°S–10°N in (a) observation and (b) model 

forecasts, and latitude-phase cross-section (shaded) of the phase composites of total anomalies of 

vorticity at 850 hPa averaged over 90°E–120°E in (c) observation and (d) model forecasts for 

boreal winter. The model forecasts are from November initial conditions. The unit of vorticity is 

10−6 s−1.The corresponding cross-sections of the precipitation RC of MJO are also plotted as 

contours at an interval of 0.8 mm day−1. Positive (negative) values are plotted as solid (dashed) 

contours. 

 Fig. 15. Longitude-phase cross-section (shaded) of the phase composites of total 

anomalies of divergence at 200 hPa averaged over 10°S–10°N in (a) observation and (b) model 

forecasts, and latitude-phase cross-section (shaded) of the phase composites of total anomalies of 

divergence at 200 hPa averaged over 90°E–120°E in (c) observation and (d) model forecasts for 

boreal winter. The model forecasts are from November initial conditions. The unit of divergence 

is 10−6 s−1.The corresponding cross-sections of the precipitation RC of MJO are also plotted as 

contours at an interval of 0.8 mm day−1. Positive (negative) values are plotted as solid (dashed) 

contours. 
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Abstract 

 The simulation of the tropical intraseasonal oscillations (ISOs) by a coupled model in the 

Indo-Pacific region is examined in this study. The retrospective forecasts by the Climate Forecast 

System version 2 (CFSv2) of National Centers of Environmental Prediction for the period 1982–

2010 have been analyzed and compared with observation. The leading Indian monsoon 

intraseasonal oscillation (MISO) during the boreal summer and the Madden-Julian Oscillation 

(MJO) during the boreal winter are extracted from daily precipitation anomalies in forecasts and 

observations by using a data-adaptive method. The model forecasts from May initial conditions 

simulates the observed spatial structure, magnitude and the northward and eastward propagation 

of MISO reasonably well. Similar performance is also evident in the simulation of the eastward 

propagating MJO in forecasts from November initial conditions. In the simulation of both the 

MISO and MJO by the model, the zonal wind at lower level shows appropriate observed relation 

with the precipitation and coupling with convection. The observed phase relations between 

precipitation and low-level relative vorticity and between precipitation and upper-level 

divergence in the zonal and meridional propagations are captured by the model.  However, the 

variance of the ISOs differs from observation in certain regions, and the phase of the ISOs 

exhibits wide differences among the ensemble members of the forecast and with the observation. 

Comparison with the earlier model, CFS version 1, shows that the space-time structure and 

evolution of MISO and MJO are better simulated by CFSv2. 

 

Keywords: Indian monsoon, Intraseasonal oscillation, MISO, MJO, CFSv2, Forecasts  
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1. Introduction 

 The tropical climate system in the Indo-Pacific region exhibits strong variability at 

intraseasonal time scale. The active-break cycle in the Indian monsoon during the boreal summer 

and the Madden-Julian Oscillation (MJO) during the boreal winter are major manifestations of 

the tropical intraseasonal variability (e.g., Krishnamurthy and Kinter, 2003; Zhang, 2005). In the 

Indian region, the active phase of the monsoon brings above-normal rainfall whereas the break 

phase leads to below-normal or no rainfall (Krishnamurthy and Shukla, 2000). The active (break) 

period coincides with the strengthening (weakening) of the mean monsoon circulation.  The 

active phase starts with convective activity in the western equatorial Indian Ocean and 

propagates northward (Sikka and Gadgil, 1980) as well as eastward. The break phase is similar 

to the active phase but with the movement of suppressed convection zone. The intraseasonal 

variability of the Indian monsoon has been identified by several studies to occur in the range of 

10–90 days (e.g., Yasunari, 1979; Lau and Chan, 1986). The active-break cycle actually consists 

of intraseasonal oscillations (ISOs) of different periods (Annamalai and Slingo, 2001; 

Krishnamurthy and Shukla, 2007). The leading monsoon ISO (MISO) has a broad-band 

spectrum centered at 45 days in convection (Annamalai and Sperber, 2005; Krishnamurthy and 

Shukla, 2008), rainfall (Krishnamurthy and Shukla, 2007), circulation (Krishnamurthy and 

Achuthavarier, 2012) and diabatic heating (Hazra and Krishnamurthy, 2015) with strong 

northward and eastward propagation. During the boreal winter, the MJO is stronger and consists 

of coupled convection and atmospheric circulation propagating eastward from the equatorial 

Indian Ocean to the Pacific Ocean (Madden and Julian, 1971, 1972, 1994; Zhang, 2005). 

 Although considerable progress has been made in modeling the tropical climate, the 

simulation and prediction of the tropical ISOs are still challenging (e.g., Kim et al., 2009; 
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Sperber et al., 2013; Hung et al., 2013). The atmospheric general circulation models forced by 

observed sea surface temperature (SST) were found to produce ISOs which were less coherent 

with inadequate spatial extent and lacked proper eastward and northward propagation (Waliser et 

al., 2003). The lack of variability over the oceanic region and the inaccurate phases of the 

simulated ISOs pointed to the importance of proper SST feedback (Kang et al., 2002). Based on 

controlled model experiments, Wang et al. (2005) suggested that coupled ocean-atmosphere 

models are necessary for better simulation of the monsoon rainfall. During the past decade, the 

usage of coupled models has become more common, and has led to organized assessment of 

coupled models. In the Coupled Model Intercomparison Project-3 (CMIP3), the MJO in most of 

the models had low variance and lacked coherent eastward propagation (Lin et al., 2006). 

However, the models from the later project CMIP5 showed improvement in MJO by generating 

larger variance and somewhat better spectral peak but were still unable to simulate realistic 

eastward propagation (Hung et al., 2013). The simulation of the life cycle of the boreal summer 

ISO over the monsoon region was found to be inadequate in CMIP3 models although the models 

showed eastward propagation (Sperber and Annamalai, 2008).  Sperber et al. (2013) compared 

CMIP3 and CMIP5 models and found that the northward propagation was improved in several 

later models although major problems still exist in the simulation of the intraseasonal variability 

of the summer monsoon. 

 Coupled climate models are employed at major operational forecast centers for 

subseasonal and seasonal predictions. The National Centers for Environmental Prediction 

(NCEP) has been providing seasonal forecasts with the Climate Forecast System version 1 

(CFSv1) since 2004 (Saha et al., 2006) and with the upgraded CFS version 2 (CFSv2) since 2011 

Saha et al., 2014). The CFSv2 includes improvements in the atmospheric and oceanic 
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components of the model and in the data assimilation systems. The study by Wang et al. (2014) 

showed that the MJO prediction skill of CFSv2 has improved in comparison to CFSv1 while 

systematic errors are still present.   The boreal summer MISO simulated by CFSv1 was found to 

have much longer period and less variance compared to observations but exhibited northeastward 

propagation (Achuthavarier and Krishnamurthy, 2011a). The SST variability and the ocean-

atmosphere interaction in the Indian Ocean are important in properly simulating the propagation 

of MISO (Achuthavarier and Krishnamurthy, 2011b). Similarly, through experiments with 

CFSv1, Pegion and Kirtman (2008a, 2008b) concluded that the MJO during the boreal winter 

was better simulated when the air-sea interaction occurred through proper variation of SST at 

daily and intraseasonal time scales. The importance of air-sea interaction was also pointed out by 

other model studies in MISO (Fu et al., 2003) and MJO (Klingaman and Woolnough 2014). 

 The objective of this study is to investigate the performance of CFSv2 in simulating the 

leading tropical ISO during boreal summer and winter. The spatial structure, period and the 

propagation properties of the leading MISO and MJO simulated by CFSv2 will be analyzed to 

determine if any improvements have occurred compared to the simulations of CFSv1. The 

associated circulation features and possible mechanisms involving circulation will also be 

examined. For this purpose, the nine-month long retrospective forecasts of CFSv2 generated by 

NCEP with a series of different initial conditions will be used. The MISO during the boreal 

summer and MJO during the boreal winter will be extracted in precipitation by using a suitable 

data-adaptive method. The spatial structure of MISO is known to extend into the Pacific in 

observations (Krishnamurthy and Shukla, 2008), and the eastward propagation of MJO into the 

Pacific is also well-known (Madden and Julian, 1994). Therefore, the domain used in this study 

will cover the entire tropical Indo-Pacific region. 
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 The model and its forecasts, observed data and the method of analysis are described in 

section 2. In section 3, the mean climate and the extraction of the summer and winter ISOs will 

be described. Section 4 discusses the space-time evolution of the precipitation ISOs and the 

relation with circulation. Summary and conclusions are provided in section 5. 

 

2. Model, data and method of analysis 

 

2.1. Model and data 

 The CFSv2 is a globally coupled model currently used for operational seasonal forecasts 

by the NCEP. The atmospheric component is based on the NCEP Global Forecast System (GFS), 

and has 64 vertical levels and T126 horizontal resolution (nearly 100 km grid spacing). The 

ocean component is the Geophysical Fluid Dynamics Laboratory (GFDL) Modular Ocean Model 

version 4 (MOM4) with 40 vertical levels and 0.5° horizontal resolution which increases 

meridionally to 0.25° in the deep tropics. The CFSv2 includes Noah land model and GFDL Sea 

Ice Simulator. More details of CFSv2 and the modifications introduced are described by Saha et 

al. (2010, 2014). 

 This study has used the nine-month retrospective forecasts generated by the NCEP. The 

forecasts are made from initial conditions of every fifth day starting from 1 January of every year 

during 1982–2010. On each initial day, an ensemble of four forecasts is generated from initial 

conditions of 0000, 0600, 1200 and 1800 UTC. In this study, the forecasts made from May and 

November initial conditions are used for analyzing, respectively, the boreal summer MISO and 

boreal winter MJO. The May forecasts in each year consist of an ensemble of 28 members 

starting from four initial conditions each on 1, 6, 11, 16, 21, 26 and 31 May during 1982–2010. 
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In the November forecasts, an ensemble of 24 forecasts in each year is obtained from four initial 

conditions on 2, 7, 12, 17, 22 and 29 November of 1982–2010. The daily mean precipitation and 

horizontal winds at 850 and 200 hPa from the above forecasts are analyzed. The daily mean 

precipitation from Version 7 of Tropical Rainfall Measuring Mission (TRMM) 3B42 product on 

0.25°×0.25° horizontal grid for the period 1998–2010 (Huffman et al., 2007) is used for 

observation. Although the TRMM data set does not cover the entire period of the forecasts, it has 

the advantage of including coverage over both and land and ocean. The horizontal wind data 

were obtained from the CFS Reanalysis (CFSR; Saha et al., 2010) for the period 1982–2010. 

 

2.2. Method of analysis 

 The multi-channel singular spectrum analysis (MSSA; Ghil et al., 2002) is the method 

used in this study to extract the ISOs. This method is the multivariate version of the singular 

spectrum analysis introduced by Broomhead and King (1986). The MSSA has been successfully 

used to extract the space-time structure of ISOs in previous studies of monsoon (e.g., 

Krishnamurthy and Shukla, 2008). Starting with a given time series of data at L grid points (or 

channels) and N discrete time intervals, a delayed co-ordinate approach is adopted by adding M 

lagged copies of the data. A grand lagged covariance matrix C is constructed and diagonalized to 

obtain LM eigenvalues and LM eigenvectors. Each eigenvector contains M lagged patterns and 

forms the space-time EOF (ST-EOF) while the corresponding space-time principal component 

(ST-PC) is of time length N−M+1. The eigenvalues explain the variance of the eigenmodes. The 

time series corresponding to each eigenmode is obtained as reconstructed component (RC) by 

multiplying the corresponding ST-EOF and ST-PC (see Ghil et al. 2002 for the formula). The 

RC is the data-adaptive filter which has the same spatial and time dimensions as the original time 
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series. By adding all the RCs, the original time series is recovered. The eigenmodes obtained 

from MSSA can be oscillations, persistent modes or trends. A pair of consecutive eigenmodes 

with almost degenerate eigenvalues is oscillatory if the corresponding ST-PCs and ST-EOFs are 

in quadrature and have almost equal period (Plaut and Vautard, 1994; Ghil et al., 2002). The 

ISOs can be extracted by identifying such oscillations which emerge as a pair of eigenmodes. All 

the MSSA eigenmodes analyzed in this paper were found to be statistical significant at 5% level 

by following the Monte Carlo test against signals from red noise as discussed by Allen and 

Robertson (1996) and Allen and Smith (1996). 

 

3. Mean and Intraseasonal oscillations in precipitation 

 As stated earlier, the boreal summer ISO in the Indo-Pacific region will be studied by 

analyzing an ensemble of forecasts starting from 28 different initial conditions during May of 

each year for the period 1982–2010. The analysis will consider the forecasts up to 30 September 

of each year, spanning the summer monsoon season. For the boreal winter ISO, the ensemble of 

24 forecasts starting from different initial conditions in November each year and ending in 31 

March of the subsequent year for the period 1982–2010 will be used. A brief description of the 

mean and standard deviation of the precipitation is useful before discussing the ISOs. The 

forecasts from May and November initial conditions will be referred to as May and November 

forecasts for brevity, hereafter. Although retrospective forecasts have been used, the focus of this 

study is not to test the accuracy of the day-to-day forecasts compared to observations but to 

examine whether the model has simulated the features of ISOs by examining the statistics of the 

retrospective forecasts. 
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3.1. Mean and standard deviation 

 The climatological mean of precipitation for the June–September (JJAS) season in 

observation (TRMM) and May forecasts is shown in Fig. 1. The climatology in the observation 

is the average of 1998–2010 (Fig. 1a) while it is the average over all ensemble members and over 

the period 1982–2010 in the forecasts (Fig. 1b). The mean rainfall in the observation has large 

values over the west coast and central part of India, the Bay of Bengal and the Intertropical 

Convergence Zone (ITCZ) in the Pacific (Fig. 1a). The model has reproduced the observed 

spatial structure reasonably well in the Indian monsoon region and the Pacific (Fig. 1b). The 

difference map between the model and observation (Fig. 1c) indicates that the model has deficit 

rainfall over parts of India and the Maritime Continent but higher values, by up to 4 mm day−1, in 

the Indian Ocean and the ITCZ in the Pacific. The standard deviation of the daily anomalies of 

precipitation for JJAS season for observation (TRMM) and May forecasts are plotted in Figs. 1d 

and 1e, respectively. The standard deviation of the forecasts is calculated by stringing together 

all the ensemble members (and not of the ensemble mean) for 1982–2010. The spatial structure 

of the standard deviation in the observation (Fig. 1d) is similar to that of the climatological mean 

(Fig. 1a). Although the spatial structure of the standard deviation in the forecasts resembles that 

of the observation, the difference map between the forecasts and observation (figure not shown) 

indicates that the model underestimates over parts of India, the Maritime Continent, and warm 

pool and equatorial regions of the Pacific and overestimates over the northern part of the tropical 

Pacific. 

 The climatological mean and the daily standard deviation of the precipitation for the 

boreal winter are also presented in Fig. 1. The climatology and the standard deviation of the 

December–March (DJFM) season are calculated for observation (TRMM) and November 
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forecasts in the same manner as in the case of the boreal summer. The larger values in the DJFM 

climatology of the observation (Fig. 1f) occur in the Southern Indian Ocean, the Maritime 

Continent, the ITCZ and the South Pacific Convergence Zone (SPCZ). The model is again able 

to reproduce the observed structure fairly well (Fig. 1g). The difference map between the model 

and observation (Fig. 1h) indicates that the forecasts have higher values in the southern Indian 

Ocean and the SPCZ and lower values over the Maritime Continent and Australia. Generally, 

both during summer and winter, the model produces more mean rainfall over the oceanic region 

and less over the land regions compared to observation. The standard deviation of the DJFM 

season in the observation (Fig. 1i) has a spatial structure similar to that of the mean (Fig. 1f). The 

model (Fig. 1j) captures the observed structure of the standard deviation to a large extent. The 

difference map between the model and observation (figure not shown) indicates that the standard 

deviation is lower over the Maritime Continent, ITCZ and Australia and higher over the 

Southern Indian Ocean and the SPCZ. The model produces more (less) daily activity where the 

mean is higher (lower) compared to observation both during summer and winter. 

 

3.2. Active-break cycle 

 The intraseasonal variability in the summer monsoon is manifested through active phases 

when there is high rainfall and break phases with weak or no rainfall over the Indian region. The 

intraseasonal variability in the model forecasts is examined by constructing composites of daily 

precipitation anomalies based on active and break periods over India during JJAS. For this 

purpose, the extended Indian monsoon rainfall (EIMR) index (Goswami et al. 1999), defined as 

the rainfall averaged over (70°E–110°E, 10°N–30°N), is used. The EIMR index corresponds to a 

region of intense monsoon activity (Fig. 1a and 1d). The selection of active (break) period is 
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based on the criterion that the daily EIMR index is above (below) a threshold of one-half the 

standard deviation of the daily EIMR index for at least five consecutive days.  This criterion is 

the similar to that used by Krishnamurthy and Shukla (2008).  

 The active and break composites in the observation were computed using TRMM 

precipitation for JJAS of 1998–2010. The model composites were first constructed for each 

ensemble member of the May forecasts by identifying the active and break periods from that 

ensemble member’s daily EIMR index for JJAS of 1982–2010, and then the ensemble mean of 

the composites was computed. The difference between the active and break composites of the 

daily precipitation anomalies is shown in Fig. 2. The observation composite (Fig. 2a) shows 

positive anomalies along the west coast and over the central part of India and the Bay of Bengal 

while negative anomalies are found in the equatorial Indian Ocean and the West Pacific. The 

north-south dipole structure between 65°E–100°E is an important feature of the active-break 

cycle and represents a particular phase of northward propagation of the convective activity. The 

active-break composite of the model forecasts (Fig. 2b) has good correspondence with the 

observational composite (Fig. 2a) both in the spatial structure and magnitude and captures the 

dipole structure and the tilted structure of positive anomalies extending from India to the West 

Pacific. When the composite of the model forecasts is based on the active and break phases of 

the observation (Fig. 2c), it shows a complete absence of the dipole structure and almost no 

rainfall activity over the Indian region and the West Pacific. The reason for this difference is that 

the phase of the daily variability the EIMR index is different in each ensemble member at any 

given time and different from the phase of the observation’s EIMR index. 

 A similar analysis was performed for the boreal winter with the November forecasts. For 

identifying the active and break cycles in the winter, an index of precipitation averaged over 
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(110°E–150°E, 20°S–0°) is used. This index also corresponds to a region of high rainfall activity 

in both the mean and standard deviation (Figs. 1f and 1i), and will be referred to as the Maritime 

Continent-Australia monsoon rainfall (MAMR) index. The active minus break composites were 

constructed with daily precipitation anomalies of observation (TRMM) and November forecasts 

for DJFM season using MAMR index, in exactly the same manner as in the boreal summer case. 

The observation composite (Fig. 2d) has positive anomalies over Maritime Continent and 

northern Australia and weaker negative anomalies to the east and west. This structure represents 

a particular phase of the eastward propagation of the MJO. The model composite based on the 

MAMR index of the forecasts (Fig. 2e) shows a good simulation of the observation pattern (Fig. 

2d) both in structure and magnitude. However, the model composite based on the MAMR index 

of observation (Fig. 2f) is not a good representation of the observed pattern although it is able to 

capture the anomalies of proper sign in its spatial structure, and seems to be slightly better than 

the summer composite. 

 

3.3. Leading intraseasonal oscillation 

 The active-break cycle consists of intraseasonal oscillations with different periods. 

Observational studies of the boreal summer monsoon have indicated that the leading mode of 

intraseasonal variability is a nonlinear oscillation with a period of 45 days (Krishnamurthy and 

Shukla 2007, 2008). The MJO is also an oscillation of similar period dominant during the boreal 

winter (Madden and Julian, 1971, 1972). In view of the results of the previous subsection, it is of 

interest to investigate the leading mode of intraseasonal variability in the daily forecasts of the 

model. For this purpose, the daily precipitation anomalies of the observation and forecasts are 

decomposed by applying MSSA, similar to the method used by Krishnamurthy and Shukla 
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(2007, 2008). Since this study is assessing both MISO and MJO, the spatial domain is selected to 

be the entire tropical Indo-Pacific region. The MSSA is applied on daily precipitation anomalies 

over the domain (40°E–80°W, 35°S–35°N). For the boreal summer, the MSSA was applied on 

daily anomalies for the period of May to September. The May forecasts consist of 28 ensemble 

members, each starting with a different initial condition in May. The MSSA was applied 

separately on each ensemble member for the period 1982–2010. In the case of boreal winter, the 

MSSA was applied on daily anomalies for the period of November to March, separately for each 

of the 24 ensemble members of the November forecasts. Similarly, the MSSA was applied on the 

TRMM observation separately for the boreal summer and winter.  A lag window of 61 days at 

one-day interval was used in all the MSSA. The ST-EOF and ST-PC of each MSSA eigenmode 

of the ensemble members and observation were found. Using these, the RCs of each eigenmode, 

which are the MSSA-decomposed components of the total anomalies, were computed. 

 For each ensemble member in the model forecasts and for observation, the leading 

oscillation was identified. An oscillation occurs as a pair of consecutive eigenmodes with almost 

degenerate eigenvalues and with ST-PCs in quadrature. These and other criteria set forth by 

Plaut and Vautard (1994) were used for the identification of the leading nonlinear oscillation. 

Further statistical analysis is performed on the RC of the leading ISO identified in each case. A 

spatial EOF analysis was carried out on the ISO RC of each ensemble member in the models and 

in the observation, and the power spectrum of the first PC of each RC was obtained. The power 

spectra are plotted for the summer and winter in Fig. 3a and 3b, respectively. All the spectra are 

broad band, reflecting the nonlinear character of the ISOs. The central period of the spectrum in 

the observation for boreal summer MISO is 45 days whereas it ranges from 47 to 70 days with an 

average period of 61 days in May forecasts (Fig. 3a). In the boreal winter MJO, the spectrum in 
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the observation has a central period of 54 days while the November forecasts have spectra with 

period ranging from 60 to 72 days with an average period of 67 days (Fig. 3b). Figure 3 reveals 

that the model spectra are slightly further apart from the observational spectra and broader in 

boreal summer compared to the spectra of boreal winter. It is of interest to note that the period of 

MJO is slightly higher than that of MISO in observation. The leading ISO in the Indian monsoon 

region during the boreal summer in CFSv1 was found to have a broad-band spectrum centered at 

106 days (Achuthavarier and Krishnamurthy, 2011a). The study by Achuthavarier and 

Krishnamurthy (2011a) was based on a long simulation whereas the present study is based on 

retrospective forecasts. The comparison is still reasonable since it is the statistics of the ISOs that 

has been analyzed and because of the ergodic nature of the solutions of dynamical systems such 

as the model. Therefore, the MISO in CFSv2 seems to have a better representation of the 

observed period compared to CFSv1. An examination of the power spectra of the EIMR index of 

the total precipitation anomaly (figure not shown) indicated that the model forecasts are able to 

capture the observed variation of power with period at all subseasonal time scales. 

 The standard deviation of the daily RC of the boreal summer MISO is plotted in Figs. 3c 

and 3e for observation and May forecasts, respectively.  The observation (Fig. 3c) has large 

values in west coast, Bay of Bengal, eastern Indian Ocean and West Pacific while the signal 

extends up to the west coast of North America. The model’s pattern (Fig. 3e) has good 

resemblance to the observed pattern (Fig. 3c). However, the model’s standard deviation is lower 

over India, Maritime Continent and western equatorial Pacific and higher over parts of Indian 

and Pacific oceans as revealed by the difference map (Fig. 3g). The standard deviation of the 

daily RC of the boreal winter MJO in observation and November forecasts are shown in Figs. 3d 

and 3f, respectively. Large values are seen around the Maritime Continent and in the SPCZ in the 
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observation (Fig. 3d). The forecasts show a band of large values extending from the Central 

Indian Ocean to the SPCZ (Fig. 3f). The difference map in Fig. 3h shows that the model 

overestimates over a large area in the Pacific and a smaller region in the Indian Ocean while 

showing lesser values in Bay of Bengal, Maritime Continent and Australia. For both observation 

and forecasts, the standard deviation of the ISOs is about 10–20% (varying spatially) of the 

corresponding standard deviation of the total mean precipitation shown in Fig. 1 (figures of the 

ratio not shown). 

 

4. Space-time structures of the ISOs 

 The space-time structure of the ISO can be understood with the help of phase composites. 

The amplitude A(t) and phase ¸ (t) of the ISO, as a function of time t, are determined by 

following the method suggested by Moron et al. (1998). The space-time evolution of the ISO 

during an averaged cycle of the oscillation, with ¸  varying from 0 to 2À, is described by 

constructing the phase composites of the RC.  Considering eight phase intervals, such that 

(k� 1)À/4 d ¸  d kÀ/4 where k = 1, 2, …, 8, the RC is averaged over all ¸  in each phase interval k 

over the entire time length of the RC to obtain the phase composites. 

 

4.1. Boreal summer MISO 

 The phase composites of the precipitation RC of the boreal summer MISO for phase 

intervals 1 through 4 are shown in Figs. 4a and 4b, respectively, for observation and May 

forecasts. In the case of the model, the phase composite is the average of all the ensemble 

members. The phase composites cover May–September of all years. In phase 1 of the phase 

composite of the observation (Fig. 4a), positive anomalies of precipitation are present over a 
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large area from the Arabian Sea to the West Pacific in a tilted pattern while negative anomalies 

are present to north over the foothills of the Himalayas and the West Pacific. A weak band of 

negative anomalies extends along the ITCZ up to the west coast of North America in the Pacific. 

The band of positive anomalies moves northward in phases 2 and 3, resulting in the 

establishment of the active phase over India. At the same time, negative anomalies appear in the 

equatorial Indian Ocean in phase 2 and expand and propagate eastward in phase 3 while the 

negative anomalies from the previous cycle grow along the west coast of North America. In 

phase 4, the negative anomalies further expand and move northward over the Indian peninsula 

and the Bay of Bengal and the positive anomalies move further northeastward over the Pacific. 

Since the phase composites are averages over many cycles of MISO, the composites in phases 5–

8 (figure not shown) are almost mirror images of phases 1–4, respectively, with anomalies of 

opposite sign. During phases 6–7, the break phase is established over India. 

 The phase composites of the MISO simulated by the model’s May forecasts (Fig. 4b) 

show good correspondence with the composites of observation (Fig. 4a) in spatial structure, 

magnitude and propagation. The tilted structure of the positive anomalies, which results from 

northward propagation starting at different times because of eastward propagation along the 

equatorial region, is well simulated by the model in both the spatial extent and the magnitude. 

The genesis of the negative anomalies and the subsequent expansion and propagation in the 

Indian Ocean are also captured by the model. The model forecasts also show northward 

propagation in the West Pacific. Yet, there are some differences between the model and 

observation. The band of anomalies along the Pacific ITCZ is very weak although the model is 

able to generate the signal along the west coast of North America. The anomalies in the forecasts 

are weaker over India and do not propagate as north as they do in the observation. This is 
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consistent with the model’s deficit in the standard deviation over India (Fig. 3g). The leading 

ISO in CFSv1, which had a longer period at 106 days, exhibited northward and eastward 

propagation over the Indian region but not over the Maritime Continent and West Pacific 

(Achuthavarier and Krishnamurthy 2011a). The magnitude of this ISO was considerably less 

over most of the region. Another ISO in CFSv1, with a period of 57 days, showed poor 

propagation properties over the entire region. The MISO in CFSv2 seems to simulate the spatial 

structure, magnitude and propagation better than the ISOs in CFSv1. 

 The eastward and northward propagations are important features of MISO, which can be 

further examined through Hovmöller diagrams. For this purpose, the phase composites of MISO 

RC were constructed at phase intervals of length À/12. The eastward propagation mainly takes 

place over the equatorial region. Therefore, the phase composite of the RC, averaged over 10°S–

10°N, is shown as longitude-phase diagram in Figs. 5a and 5b, respectively, for observation and 

May forecasts. In the observation, there is an eastward propagation to the east of 60°E (Fig. 5a). 

This eastward propagation is clearly seen in the phase composites of the forecasts also (Fig. 5b) 

but does not extend as far east as in the observation. The forecast anomalies are weaker over the 

Maritime Continent and the West Pacific. The northward propagation over the monsoon region is 

determined by averaging the MISO RC over 60°E–95°E and plotting it as latitude-phase 

diagram, as shown in Figs. 5c and 5d, respectively, for observation and forecasts. The 

observation shows southward propagation to the south of the equator and northward propagation 

to the north of the equator (Fig. 5c). The model also shows northward propagation from the 

equator but ends at 21°N which is about 2–3° short of observation (Fig. 5d). The southward 

propagation to the south of the equator is not as pronounced as in the observation. 
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4.2. Boreal winter MJO 

 The phase composites of the precipitation RC for the first half cycle of the boreal winter 

MJO for are shown in Figs. 6a and 6b for observation and November forecasts, respectively. The 

phase composite in the model is the average of all the ensemble members. The phase composites 

cover the period of November–March each year. In the observation (Fig. 6a), strong negative 

anomalies are present around a part of the Maritime Continent and the northern coast of 

Australia along with weak positive anomalies in the Indian Ocean and Central Pacific in phase 1. 

The negative anomalies move eastward into the SPCZ, forming a tilted pattern during phases 2–

4. The positive anomalies intensify and also propagate eastward in the region south of the 

equator from phase 2 to 4. At the same time, a thin band of positive anomalies appear along the 

ITCZ in the Pacific, slightly north of the equator. However, there is no signal at the coast of 

North America as in the case of MISO during the boreal summer. 

 In the model’s November forecasts, the phase composites of the MJO (Fig. 6b) reproduce 

the spatial structure, magnitude and propagation of the observed composites (Fig. 6a) fairly well. 

The eastward propagation of the negative anomalies from the Maritime Continent to the central 

Pacific is also simulated by the model, including the tilted structure in the SPCZ. The magnitude 

of these anomalies is slightly higher compared to observation, consistent with the model’s excess 

standard deviation over the Pacific (Fig. 3h). Positive anomalies are generated in the Indian 

Ocean in phase 1 and expand in phase 2 but with lesser magnitude. In phases 3–4, the positive 

anomalies move eastward but with slightly higher magnitude compared to observation. However, 

the positive anomalies also expand westward in the Indian Ocean, unlike in the observation. The 

model shows the observed thin band of positive anomalies in the ITCZ over the Pacific. The 

assessment of CFSv1 by Pegion and Kirtman (2008b) showed that the boreal winter MJO 
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simulated by CFSv1 had less spatial extent compared to observation and was not well organized 

over the Indian Ocean. The period of the MJO was also much longer, similar to MISO, in CFSv1 

with slower propagation and stalling over the Maritime Continent. The space-time structure of 

the winter MJO in CFSv2 seems to show improved spatial coverage and propagation properties. 

 The propagation properties of the MJO in both the observation and model forecasts can 

be further studied with Hovmöller diagrams using the RCs constructed at phase interval of length 

À/12. The longitude-phase cross-section of the RC averaged over 10°S–10°N reveals clear 

eastward propagation in observation (Fig. 7a) and November forecasts (Fig. 7b). The latitude-

phase cross-section of the MJO RC, averaged over 90°E–120°E, suggests southward propagation 

to the south of the equator in observation (Fig. 7c) but not in the model forecasts (Fig. 7d).  

However, there is northward propagation of weaker anomalies between equator and 10°N in both 

observation and model. The lack of strong southward propagation to the south of the equator in 

the MJO is a big difference with the MISO which showed strong northward propagation. 

 

4.3. Simulation of phases 

 The phase composites of the model forecasts, discussed previously, have fairly good 

correspondence with the observed composites. The composites were computed on the basis of 

phase intervals varying from 0 to 2À for each oscillation. Here, the phases of the model ISOs are 

compared with those of the observation in actual time. The EIMR index of the MISO RC from 

observation and May forecasts is plotted in Figs. 8a for the period May–September 2001, as an 

example. The nonlinear oscillatory behavior is clearly evident in both observation and forecasts. 

Although the amplitude of the model’s MISO is comparable to that of the observation, the phase 

varies with considerable difference among the ensemble members of the forecast and between 
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forecast and observation. While some of the ensemble members of the forecasts stay somewhat 

closer to the observation for some time, others differ considerably from the beginning of the 

forecast period. All the forecasts are out of phase by about the middle of July.  

 The model forecast seems to be better when the initial amplitude and initial phase of the 

model ISO are closer to those of the ISO in observation (Fig. 8b). Two forecasts starting on 6 

May (6 hours apart) stay close to the observed MISO until the middle of July, implying a 

considerably high predictability. The two forecasts, while staying close to each other, diverge 

from the observation and become out of phase by the middle of August. Two other forecasts, 

initiated on 16 May (6 hours apart), are out of phase with the observation right from the 

beginning and throughout the entire period. The two forecasts, however, stay close to each other. 

 Similar behavior is also seen in the MJO during the boreal winter. The MAMR index of 

the MJO is shown in Fig. 8c for observation and November forecasts for the period Nov 2001 – 

March 2002. The amplitude of the forecast MJO is comparable to that of the observation. In this 

case also, the phase of the forecast MJO displays considerable variability among the ensemble 

members. Several ensemble members of the forecast stay closer to the observation until the 

beginning of January. Almost all the forecasts are out of phase beyond the middle of January. In 

the winter MJO forecasts (Fig. 8c), more ensemble members seem to evolve closer to the 

observation for about two months compared to the summer MISO forecasts (Fig. 8a).  

 

4.4. Relation with circulation 

 The features of circulation associated with MISO and MJO are now studied. Some 

possible mechanisms involving circulation for the propagation of the ISOs are also examined.  In 

both the boreal summer and winter ISOs, there is a strong coupling between the zonal circulation 
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and convection. The relation of the precipitation ISOs with the circulation is examined with the 

help of phase composites of zonal wind using the CFSR data for observation and model 

forecasts. The phase composites of 850 hPa zonal wind anomalies for the first half cycle of the 

boreal summer MISO are shown in Figs. 9a and 9b for observation and May forecasts, 

respectively. The wind composites were constructed using the same phases as in the precipitation 

composites (section 4.1). The period covers May–September each year, and total anomalies of 

the zonal wind are used. Positive anomalies appear in the equatorial India Ocean in phase 1, and 

then strengthen, expand in zonal direction and move northward into the Indian subcontinent 

during phases 2–4 in the observation (Fig. 9a). Negative anomalies accompany to the north and 

south of the positive anomalies. These correspond to the anti-cyclonic flow over India and 

cyclonic flow in the Indian Ocean. The northward propagation of the zonal wind is consistent 

with the precipitation composites (Fig. 4a) and with the MISO of circulation discussed by 

Krishnamurthy and Achuthavarier (2012). The Pacific is mostly covered by easterlies except for 

westerlies near the west coast of North America and South America in phase 1. The spatial 

structure, magnitude and the northward propagation of MISO in the model forecasts (Fig. 9b) 

have good correspondence with the observation (Fig. 9a) in all the four phase intervals. 

However, the zonal wind is considerably weaker over most of the central and eastern Pacific. 

 The phase composites of 850 hPa zonal wind for the boreal winter MJO are presented in 

Figs. 10a and 10b for observation and November forecasts, respectively. The period covered is 

November–March of each year. In the observation (Fig. 10a), easterlies propagate from the 

equatorial Indian Ocean to the Pacific Ocean during phases 1–4, followed by westerlies in the 

Indian Ocean. Corresponding to the precipitation zones (Fig. 6a), the westerlies and easterlies are 

present to the west and east of the positive anomalies of precipitation, respectively, in each 
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phase. This is consistent with the known evolution of the convection-circulation coupling (e.g., 

Sperber 2003; Zhang 2005). The composites of the model forecasts (Fig. 10b) also reveal 

easterlies propagating eastward, followed by westerlies, along the equatorial Indian and Pacific 

Oceans during phases 1–4, similar to the evolution in observation (Fig. 10a). The westerlies are 

weaker in phase 2 while the easterlies are weaker over the northern part of the Pacific in the 

model compared to observation. 

 To show that convectively coupled process is involved in the model’s ISOs, the phase 

composites of the outgoing longwave radiation (OLR), which represents deep convection, are 

constructed. The phase composites of OLR for the first half cycle of MISO (boreal summer) and 

MJO (boreal winter) in the model forecasts are plotted in Figs. 11a and 11b, respectively.  The 

amplitude, structure and propagation of the OLR have good correspondence with those of 

precipitation in both MISO (Figs. 11a and 4b) and MJO (Figs. 11b and 6b). The coupling 

between convection and circulation is revealed when compared with the composites of low-level 

zonal wind (Figs. 9b and 10b). In MISO, the anti-cyclonic (cyclonic) flow (Fig. 9b) is 

accompanied by enhanced (suppressed) convection (Fig. 11a). The eastward propagating 

convection zones in MJO (Fig. 11b) are accompanied by westerlies to the west and easterlies to 

the east (Fig. 10b). Thus, the model forecasts capture the observed convectively coupled 

circulation during summer and winter.  

 A simple mechanism for the meridional propagation of convection involves low-level 

cyclonic vorticity and moisture convergence to the north of the convection zone (e.g., Goswami, 

2005). To examine this mechanism and to find further relation with circulation, the phase 

composites of 850 hPa relative vorticity and 200 hPa divergence are studied through Hovmöller 

diagrams. The longitude-phase cross section of 850 hPa vorticity averaged over 10°S–10°N in 

This article is protected by copyright. All rights reserved.



 22 

MISO is shown in Figs. 12a and 12b for observation and May forecasts, respectively. The 

corresponding composites of the precipitation RC are also shown. The positive (negative) 

vorticity is ahead to the east of the precipitation (dry) zones during the eastward propagation 

both in the observation and model forecasts. However, the vorticity is weaker in the model and 

does not extend as far east as in the observation.  The latitude-phase cross-sections of 850 hPa 

vorticity and the precipitation RC averaged over 60°E–95°E are plotted in Figs. 12c and 12d for 

observation and forecasts, respectively. In the observation (Fig. 12c), the precipitation (dry) zone 

is led by cyclonic (anticyclonic) vorticity to the north of the equator during the northward 

propagation. A similar phase relation between vorticity and precipitation is evident in the 

forecasts also (Fig. 12d). A consistent phase relation between vorticity and precipitation is also 

seen to the south of the equator in both observation and forecasts.  

 The phase composites of 200 hPa divergence and the corresponding precipitation RC are 

shown in Fig. 13 for MISO. The longitude-phase cross section averaged over 10°S–10°N (Fig. 

13a) in observation shows that precipitation (dry) regions are co-located with the upper level 

divergence (convergence), indicating deep convection process. Similar relation between the 

upper level divergence and precipitation is also evident in the May forecasts (Fig. 13b), although 

with less intensity. The divergence in the model does not extend as far eastward as in the 

observation. The latitude-phase cross sections averaged over 60°E–95°E show more intense 

divergence (convergence) at upper level co-located with the precipitation (dry) zone and 

propagating north both in observation (Fig. 13c) and May forecasts (Fig. 13d). 

 For the MJO during DJFM, the longitude-phase cross section of the phase composites of 

850 hPa relative vorticity and the precipitation RC averaged over 10°S–10°N are plotted in Figs. 

14a and 14b for observation and November forecasts, respectively. In the observation, positive 
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(negative) vorticity leads the precipitation with pronounced eastward propagation (Fig. 14a). 

This phase relation between vorticity and precipitation is well captured by the forecasts (Fig. 

14b). The latitude-phase cross section averaged over 90°E–120°E of vorticity shows weaker 

southward propagation to the south of the equator in the observation (Fig. 14c). The precipitation 

(dry) zone is led by cyclonic (anticyclonic) vorticity. The model forecasts also reproduce the 

weak southward propagation and the observed phase relation with the precipitation (Fig. 14d). 

 The phase composites of 200 hPa divergence and the precipitation RC for the MJO are 

shown in Fig. 15. The divergence and precipitation are co-located in MJO also and show strong 

eastward propagation in the longitude-phase cross section averaged over 10°S–10°N in the 

observation (Fig. 15a). The November forecasts also reveal the in-phase relation between 

divergence and precipitation along with eastward propagation (Fig. 15b). The latitude-phase 

cross-section averaged over 90°E–120°E also shows the in-phase relation between divergence 

and precipitation both in observation (Fig. 15c) and forecasts (Fig. 15d). However, the 

divergence does not reveal even weaker southward propagation. 

 

5. Summary and discussion 

 In the tropical regions, the prediction of climate variability at intraseasonal time scale is 

important because of the impact of ISOs and challenging because of the complexity of the 

problem. Predictions beyond the weather time scale and up to a season are now part of 

operational forecasting centers. The NCEP has been carrying out seasonal predictions since 2004 

using CFSv1 and by its successor CFSv2 since 2011. The present study has analyzed the 

simulation of the tropical ISOs by CFSv2 during boreal summer and winter. The retrospective 

forecasts prepared by the NCEP for the period 1982–2010 were examined to determine the 
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model’s ability to simulate the summer MISO and winter MJO. Comparison with the 

observations and the ISOs simulated by CFSv1 was also carried out. The CFSv2 was found to 

simulate the spatial structure, period and propagation of MISO and MJO with reasonably good 

correspondence with the observation and showed improvement over CFSv1. 

 The leading ISOs were extracted from the daily precipitation anomalies of the ensemble 

of forecasts and observation by using MSSA. This data-adaptive method did not require any pre-

assumption on the time scale of the extracted eigenmodes. The ensemble members of the 

forecasts are able to exhibit nonlinear oscillations which emerged as leading ISOs.  The May 

forecasts of the model simulate the spatial structure and evolution of the summer MISO with 

good resemblance to the observation. The model’s MISO also reproduces observed northward 

and eastward propagation over the Indo-Pacific region. The model falls slightly short in its 

northward propagation over India. The variance of MISO is comparable to observation over most 

of Indo-Pacific region except for deficit over India and the Maritime Continent. The peak period 

of the MISO in the model’s ensemble members ranges from 47 to 70 days with an average 

period of 61 days which is higher than the observed period of 45 days. This discrepancy is also 

reflected through the ensemble spread in the phase of the MISO compared to observation. The 

model also showed the observed relation with the lower level zonal wind in spatial structure and 

propagation except for weaker magnitude over the Pacific. The model also revealed the coupling 

between circulation and convection in MISO. The observed phase relations of precipitation with 

low-level relative vorticity and upper-level divergence involved in the zonal and meridional 

propagations were reproduced by the forecasts. 

 The boreal winter MJO in the November forecasts of the model is also reasonably well 

simulated in comparison to observation. The peak period of the ensemble members of the 
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forecast is in the range 60–72 days with an average period of 67 days, higher than the observed 

period of 54 days. Although the spatial structure of the variance of the forecast MJO is similar to 

the observation, the variance is higher in the model over the SPCZ and less over the Maritime 

Continent. The simulation of the space-time evolution of the winter MJO by the model forecasts 

is comparable to the observation. The model reproduces the eastward propagation of the MJO 

signal with appropriate magnitude and spatial structure. However, the anomalies are more 

extended over the Indian Ocean. The westerlies and easterlies relative to the precipitation zone 

are also well simulated by the model in the lower level although with lesser magnitude over 

certain parts of the Pacific. The convectively coupled circulation was also evident in the model’s 

MJO. The observed phase relation between precipitation and low-level vorticity and between 

precipitation and upper-level divergence were also captured by the model. 

 There is no discernable difference in the model’s ability to simulate the boreal summer 

MISO and winter MJO. Although many features of the ISOs are reasonably well simulated by 

the model, there is a considerable ensemble spread in the phase of the model ISOs compared to 

observation. However, if the initial phase and the amplitude of the model ISO are closer to those 

of the observed ISO, the forecast ISO evolves close to the observed ISO for about two months, 

showing higher predictability. Compared with the CFSv1 simulations analyzed by earlier studies 

(Pegion and Kirtman 2008a, 2009b; Achuthavarier and Krishnamurthy 2011a, 2011b), CFSv2 

seems to have improved the simulation of both summer MISO and winter MJO in period, spatial 

structure and propagation. The reasons for the improvement in CFSv2 need further investigation. 

The earlier studies on CFSv1 pointed out the important role of air-sea interaction, especially over 

the Indian Ocean, in both the ISOs. It is of interest to determine if the air-sea interaction and heat 

budget are better over the Indian Ocean in CFSv2. Mechanistic experiments with regional 
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decoupling separately over the Indian and Pacific Oceans using CFSv2 will be helpful. 
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Figure captions 

 Fig. 1. JJAS seasonal climatological mean of precipitation in (a) observation (TRMM) 

and (b) May forecasts of the model (CFSv2), and standard deviation of daily mean precipitation 

during JJAS season in (d) observation and (e) May forecasts of the model. DJFM seasonal 

climatological mean of precipitation in (f) observation (TRMM) and (g) November forecasts of 

the model and standard deviation of daily mean precipitation during DJFM season in (i) 

observation and (j) November forecasts of the model.  Difference in climatological mean 

between model and observation for (c) JJAS and (h) DJFM seasons. Units are in mm day−1. 

 Fig. 2. Active composite minus break composite of daily precipitation anomalies during 

JJAS season in (a) observation (TRMM) and (b) model’s May forecasts. The active and break 

periods used in the composites are based on the EIMR index of observation in (a) and EIMR 

index of model forecasts in (b). The EIMR index is the average of precipitation anomaly over the 

domain (70°E–100°E, 10°N–30°N) shown as green box in (a). The model composite based on 

EIMR index in observation (TRMM) is shown in (c). The active and break periods used in (c) 

are same as those used in (a). Active composite minus break composite of daily precipitation 

anomalies during DJFM season in (d) observation (TRMM) and (e) model’s November 

forecasts. The active and break periods used in the composites are based on the MAMR index of 

observation in (d) and MAMR index of model forecasts in (e). The MAMR index is the average 

of precipitation anomaly over the domain (110°E–150°E, 20°S–0°) shown as green box in (d). 

The model composite based on MAMR index in observation (TRMM) is shown in (f). The active 

and break periods used in (f) are same as those used in (d). The model composites are averages 

of all the ensemble members. Units are in mm day−1. 

 Fig. 3. Power spectra of ISO in TRMM observation (red) and in the ensemble members 
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of the model forecasts (blue) for (a) boreal summer and (b) boreal winter. The model forecasts 

are from May initial conditions in (a) and from November initial conditions in (b). Standard 

deviation of daily RC of MISO in (c) observation and (e) May forecasts of the model, and (g) 

difference in the standard deviation between the model and observation for boreal summer. 

Standard deviation of daily RC of MJO in (d) observation and (f) November forecasts of the 

model and (h) difference in the standard deviation between the model and observation for boreal 

winter. Units are in mm day−1. 

 Fig. 4.  Phase composites of precipitation RC for four phase intervals of ISO cycle in (a) 

TRMM observation and (b) model forecasts for boreal summer. The phase number is given at the 

top right corner of each panel. The model forecasts are from May initial conditions. The phase 

composites are averages of composites of all the ensemble members of the forecasts. Units are in 

mm day−1. 

 Fig. 5. Longitude-phase cross-section of the phase composites of the RC of MISO 

averaged over 10°S–10°N in (a) observation and (c) model forecasts, and latitude-phase cross-

section of the phase composites of the RC of MISO averaged over 65°E–95°E in (b) observation 

and (d) model forecasts for boreal summer. The model forecasts are from May initial conditions. 

Units are in mm day−1. 

 Fig. 6.  Phase composites of precipitation RC for four phase intervals of ISO cycle in (a) 

TRMM observation and (b) model forecasts for boreal winter. The phase number is given at the 

top right corner of each panel. The model forecasts are from November initial conditions. The 

phase composites are averages of composites of all the ensemble members of the forecasts. Units 

are in mm day−1. 

 Fig. 7. Longitude-phase cross-section of the phase composites of the RC of MJO 
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averaged over 10°S–10°N in (a) observation and (c) model forecasts, and latitude-phase cross-

section of the phase composites of the RC of MJO averaged over 90°E–120°E in (b) observation 

and (d) model forecasts for boreal winter. The model forecasts are from November initial 

conditions. Units are in mm day−1. 

 Fig. 8. (a) EIMR index of the RC of MISO in TRMM observation (red) and individual 

ensemble members of the model forecasts from May initial conditions (blue) for 2001. (b) Same 

as (a) but shown for forecasts from initial conditions of 6 May and 16 May only. (c) MAMR 

index of the RC of MJO in TRMM observation (red) and individual ensemble members of the 

model forecasts from November initial conditions (blue) for 2001–2002. 

 Fig. 9. Phase composites of total anomalies of zonal wind at 850 hPa for four phase 

intervals of MISO cycle in (a) TRMM observation and (b) model forecasts for boreal summer. 

The phase number is given at the top right corner of each panel. The model forecasts are from 

May initial conditions. The phase composites are averages of composites of all the ensemble 

members of the forecasts. Units are in m s−1. 

 Fig. 10. Phase composites of total anomalies of zonal wind at 850 hPa for four phase 

intervals of MJO cycle in (a) TRMM observation and (b) model forecasts for boreal winter. The 

phase number is given at the top right corner of each panel. The model forecasts are from 

November initial conditions. The phase composites are averages of composites of all the 

ensemble members of the forecasts. Units are in m s−1. 

 Fig. 11. Phase composites of total anomalies of OLR for four phase intervals of (a) the 

MISO cycle during the boreal summer and (b) the MJO cycle during boreal winter in the model 

forecasts. The phase number is given at the top right corner of each panel. The model forecasts 

are from (a) May and (b) November initial conditions. The phase composites are averages of 
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composites of all the ensemble members of the forecasts. Units are in W m−2. 

 Fig. 12. Longitude-phase cross-section (shaded) of the phase composites of total 

anomalies of vorticity at 850 hPa averaged over 10°S–10°N in (a) observation and (b) model 

forecasts, and latitude-phase cross-section (shaded) of the phase composites of total anomalies of 

vorticity at 850 hPa averaged over 65°E–95°E in (c) observation and (d) model forecasts for 

boreal summer. The model forecasts are from May initial conditions. The unit of vorticity is 10−6 

s−1.The corresponding cross-sections of the precipitation RC of MISO are also plotted as 

contours at an interval of 0.8 mm day−1. Positive (negative) values are plotted as solid (dashed) 

contours. 

 Fig. 13. Longitude-phase cross-section (shaded) of the phase composites of total 

anomalies of divergence at 200 hPa averaged over 10°S–10°N in (a) observation and (b) model 

forecasts, and latitude-phase cross-section (shaded) of the phase composites of total anomalies of 

divergence at 200 hPa averaged over 65°E–95°E in (c) observation and (d) model forecasts for 

boreal summer. The model forecasts are from May initial conditions. The unit of divergence is 

10−6 s−1.The corresponding cross-sections of the precipitation RC of MISO are also plotted as 

contours at an interval of 0.8 mm day−1. Positive (negative) values are plotted as solid (dashed) 

contours. 

 Fig. 14. Longitude-phase cross-section (shaded) of the phase composites of total 

anomalies of vorticity at 850 hPa averaged over 10°S–10°N in (a) observation and (b) model 

forecasts, and latitude-phase cross-section (shaded) of the phase composites of total anomalies of 

vorticity at 850 hPa averaged over 90°E–120°E in (c) observation and (d) model forecasts for 

boreal winter. The model forecasts are from November initial conditions. The unit of vorticity is 

10−6 s−1.The corresponding cross-sections of the precipitation RC of MJO are also plotted as 
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contours at an interval of 0.8 mm day−1. Positive (negative) values are plotted as solid (dashed) 

contours. 

 Fig. 15. Longitude-phase cross-section (shaded) of the phase composites of total 

anomalies of divergence at 200 hPa averaged over 10°S–10°N in (a) observation and (b) model 

forecasts, and latitude-phase cross-section (shaded) of the phase composites of total anomalies of 

divergence at 200 hPa averaged over 90°E–120°E in (c) observation and (d) model forecasts for 

boreal winter. The model forecasts are from November initial conditions. The unit of divergence 

is 10−6 s−1.The corresponding cross-sections of the precipitation RC of MJO are also plotted as 

contours at an interval of 0.8 mm day−1. Positive (negative) values are plotted as solid (dashed) 

contours. 
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